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Cepheid distance scale
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was two-fold. To most closely mimic the data used in the
reddening-law fit, we generated 10,000 homogeneous samples
in the BVIc data, and another 10,000 homogeneous samples in
the JHKs and [3.6] data. We matched the simulated samples in
these two homogeneous sets one-to-one to generate the 10,000
heterogeneous multi-wavelength samples for the LMC.

We then matched each LMC or SMC sample to a Milky Way
sample and recalculated the resulting distance moduli and
reddenings in each galaxy to generate a distribution of fitted
values. These distributions are shown in Figure 8. The calculated
distance modulus error is±0.024 mag in the LMC and±0.032
mag in the SMC, which is consistent with the errors on the
individual wavelength-dependent distance moduli, which aver-
age to±0.033 mag in the LMC and±0.031 mag in the SMC.

We similarly find larger statistical errors on the reddenings
of±0.012 mag for the LMC and±0.013 mag for the SMC.
We speculate that these larger error values result from the

correlation of individual Cepheids’ locations in the PL relations
across bands. Specifically, the sample sizes are sufficiently
small that sample selection effects are significant. If a sample
happens to have a disproportionate number of brighter
Cepheids relative to the true mean, the measured mean
magnitude in each band will be larger. However, this will not
increase the scatter about the fit, as the effect is not random
wavelength to wavelength. Thus, we conclude that the errors
on the means (in Tables 4 and 5) are underestimates, and we
adopt the larger bootstrapped error estimates as the final
statistical errors on each quantity. This quantity is a reducible
error, which can be decreased by a factor of n1_ by using a
larger sample size.

5.2. Metallicity

Unfortunately, the effect of metallicity on Cepheid lumin-
osity, in particular, its effect at specific wavelengths, is still a
subject that is being actively debated. Stellar models of
Cepheids do not produce consistent values of the metallicity
effect, though there is a substantial body of literature pointing
to empirically determined metallicity effects in the optical of
around −0.2 mag dex−1 (e.g., Kennicutt et al. 1998; Freedman
et al. 2001; Sakai et al. 2004; Storm et al. 2004; Macri et al.
2006; Scowcroft et al. 2009; Riess et al. 2016; Breuval et al.
2021). However, many of these studies have error bars that are
nearly as large as the quoted magnitude of the metallicity effect
itself, and even very recent determinations based on Gaia
EDR3 data have disagreed by a factor of two (Breuval et al.
2021; Ripepi et al. 2021). Further, some studies (e.g., Udalski
et al. 2001; Weilgórski et al. 2017) find the metallicity effect to
be nearly zero, or even to have a positive coefficient

Figure 7. Comparison between distance moduli from HST fine guidance sensor
parallaxes and from Gaia EDR3 parallaxes for 10 nearby Cepheids. Two
Cepheids (FF Aql and RT Aur) have significantly different distances between
the two samples.

Table 9
Error Budget for LMC and SMC Distances and Reddenings from Reddening-law Fit

μ0,LMC E(B − V )LMC μ0,SMC E(B − V )SMC

Source of Uncertainty (mag) σstat σsys σstat σsys σstat σsys σstat σsys

Bootstrapping Analysis (Section 5.1) 0.024 L 0.012 L 0.032 L 0.013 L
Metallicity Effect (Section 5.2) L 0.028 L L L 0.053 L L
Parallax Zero-point Correction (L21b) L 0.037 L 0.001 L 0.037 L 0.001
Parallax Zero-point Offset (Section 5.3) L 0.054 L 0.002 L 0.054 L 0.002
Reddenings Adjustment (Section 5.4.1) L L L 0.014 L L L 0.014
RV Variation (Section 5.4.2) L 0.002 L 0.006 L 0.002 L 0.001
Magellanic Clouds Geometry (Section 5.5) L 0.005 L L L 0.025 L L

Cumulative Errors (mag) 0.024 0.071 0.012 0.014 0.032 0.087 0.013 0.014

Table 10
Irreducible EDR3 Cepheid Error Budget

Source of Uncertainty σLMC σSMC

Metallicity Effects 0.028 0.053
Zero-point Prescription (L21b) 0.037 0.037
Additional ZP-offset 0.045 0.045
Reddening Coefficient Variation 0.002 0.002

Total [mag] 0.065 0.079

Percent Error 3.0% 3.6%
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80% of the total error variance!}

Cf. Riess et al. (2021) [RCY]: 
Cepheid distance scale to 0.022 mag (1%)



Zero-point errors are of a size similar to the random errors
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Fig. 7. Uncertainty in parallax versus magnitude. Left: five-parameter solutions. Right: six-parameter solutions. The plots include all sources with
G < 11.5 and a geometrically decreasing random fraction of the fainter sources, so as to give a roughly constant number of sources per magnitude
interval. The colour scale from yellow to black indicates an increasing density of data points in the diagram. The curves show the 10th, 50th, and
90th percentiles of the distribution at a given magnitude.

For G = 9–12 the gain in median uncertainty from DR2 to
EDR3 is even more impressive thanks to the improved calibra-
tions, which are relatively more important for the bright sources
(cf. Appendix A.1): The factor is 0.43 for the positions and
parallaxes, and 0.27 for the proper motions.

The comparison between the two releases is however com-
plicated by the circumstance that in EDR3 there are three kinds
of solutions (five, six, and two parameters), while in DR2 there
are only five- and two-parameter solutions. At G = 15 the five-
parameter solutions comprised 99.0% of the sources in DR2 and
96.7% of the sources in EDR3, and the comparison above used
the statistics for these subsets. At G = 15 the median uncertain-
ties in EDR3 are a factor 1.5 higher for the 2.7% of the sources
with six-parameter solutions than for the 96.7% with five-
parameter solutions. This large ratio in the uncertainties reflects
the generally more problematic nature of the sources receiving
six-parameter solutions, also seen in the various goodness-of-fit
statistics discussed in Sect. 5.3.

The fraction of sources that receive five-parameter solutions
is higher than 90% down to G ' 17, but decreases rapidly
for fainter sources. The fraction with six-parameter solutions
correspondingly increases down to G ' 20, after which there
is instead a steep increase in the fraction of two-parameter
solutions.

At any magnitude there is a considerable spread in the uncer-
tainties caused by variations in the number of observations and
the properties of the scanning law. For G  12 there are addi-
tional variations depending on the window classes and gates
used for a particular source, and the onset of saturation for the
brightest sources. The spread is illustrated in Fig. 7 for the paral-
laxes in the five- and six-parameter solutions. The uncertainties
in position and proper motion follow similar distributions.

Figure 8 shows the median uncertainties in position, par-
allax, and proper motions at G ' 15 as functions of position.
For the position and proper motion data the semi-major axes
of the error ellipses �pos,max, �pm,max are plotted. The patterns
are very similar at other magnitudes, only scaled according to
the general dependence on G in Table 4 or Fig. 7. These pat-
terns are mainly set by variations in the number, direction, and
temporal distribution of the scans across a given position, as gov-
erned by the scanning law. In very crowded areas, such as along
the Galactic plane and in the general direction of the Galactic

Centre, the increased level of excess source noise from back-
ground sources gives a local rise in the median uncertainties,
which becomes more important at fainter magnitudes. Some
relevant statistics are shown in Fig. 9. A comparison with the
corresponding maps for DR2 (Figs. B.3 and B.4 in Lindegren
et al. 2018) clearly shows an improved homogeneity in the uncer-
tainties in the ecliptic belt, and the smaller importance of the
excess noise in EDR3.

5.5. Correlation coefficients

Gaia EDR3 gives the complete set of correlation coefficients ⇢
between the astrometric parameters provided for a given source.
For a source with np = 5, 6, or 2 parameters, we thus have
np(np � 1)/2= 10, 15, or 1 non-redundant coefficients. In the
Gaia Archive they are called ra_dec_corr, etc.; here we use
the notation ⇢(↵, �), etc. The correlations allow the elements of
the np ⇥ np covariance matrix K to be reconstructed as

K00 =�
2
↵⇤ , K11 =�

2
� , . . . ,

K01 =K10 = ⇢(↵, �)�↵⇤�� , . . .
(23)

where indices 0, 1, . . . represent the parameters in the usual
order, ↵, �, $, µ↵⇤, µ�, ⌫̂eff.

The correlation coefficients for a given source are mainly
determined by the distribution of scan directions and tran-
sit times among the observations of the source, which are
governed by the scanning law. The correlation coefficients
are therefore practically independent of magnitude, and we
give here only statistics for sources with G = 13 to 16 mag.
Figures 10 and 11 show the median correlation coefficients for
five- and six-parameter solutions. We note that the scanning law
is (approximately) symmetric with respect to the ecliptic, which
is reflected in many features depending on ecliptic latitude (�)
rather than declination (�). Furthermore, the patterns are often
distinctly different for | � | . 45� (the ecliptic belt) and | � | & 45�
(the ecliptic caps).

Certain features of predominantly positive or negative corre-
lations are caused by the choice of ICRS (equatorial) coordinates
for the position and proper motion parameters, and are much
less pronounced if ecliptic coordinates are used. This is the case,
for example, with the mainly positive correlations ⇢(↵, �) and
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total zero-point correction ~20-50 μas

uncertainty of correction ~10 μas

10th, 50th, 90th percentiles of 𝜎𝜛 in Gaia EDR3



Parallax bias - spatial variations on large and small scales
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L. Lindegren et al.: Gaia Early Data Release 3
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Fig. 13. Smoothed maps of quasar parallaxes and proper motions. Left column: Gaia EDR3, using data for about 1.2 million quasars. Right column:
Gaia DR2, using data for the 94% of the quasars in the left column that have full astrometric solutions also in DR2. From top to bottom the maps
show parallax, proper motion in right ascension, and proper motion in declination. The maps were smoothed using a Gaussian kernel with standard
deviation 5�. No data are shown for | b | < 10�, where b is Galactic latitude.

where the sources in many respects behave differently from the
fainter sources. Furthermore, we only give results for the five-
parameters solutions, which are used for most sources brighter
than G ' 19 (Fig. 5). In general the six-parameter solutions are
probably worse than the five-parameter solutions in terms of
systematics, but it is difficult to know whether this is an intrin-
sic property of the solutions or a consequence of the faintness
and more problematic nature of most of the sources getting a
six-parameter solution (Sect. 2.3).

Figure 13 (left) shows smoothed maps of the parallaxes and
proper motion components for a sample of 1 215 942 quasars,
namely the subset of sources in Gaia EDR3 Archive table
agn_cross_id with five-parameter solutions in gaia_source
(median G = 19.9). The selection of quasars in agn_cross_id
is discussed in Gaia Collaboration (in prep.). Smoothed values
were computed using a Gaussian kernel of 5� standard devi-
ation6. The smoothed points in the Galactic zone (| b | < 10�)
are not displayed, as they are dominated by noise from small-
number statistics. The standard deviations of the smoothed maps
(for | b | > 10�) are 10.8 µas in $, 11.2 µas yr�1 in µ↵⇤, and
10.7 µas yr�1 in µ�.

For comparison, we show in the right column of Fig. 13 the
corresponding maps for Gaia DR2 astrometry, calculated in the

6 More precisely, the smoothed value at a given point is computed as
the weighted median of the individual values within a radius of 15�,
using weights proportional to exp[� 1

2 (✓/5�)2], where ✓ is the angle
between the quasar and the smoothed point.

same manner for the 1 141 470 of the sources in the EDR3 quasar
sample that have full astrometric data also in DR2. To facili-
tate comparison, the maps use the same colour scales as for the
EDR3 data, only shifted by 10 µas in parallax to compensate for
the different mean biases. The standard deviations in the DR2
maps are 15.5 µas, 26.2 µas yr�1, and 23.5 µas yr�1. Thus, in
EDR3 the systematics are reduced by the factors 0.70 ($), 0.41
(µ↵⇤), and 0.46 (µ�), that is very nearly the same factors as for
the random uncertainties (Sect. 5.4).

On much smaller scales, down to 0.1�, Fig. 14 shows the
characteristic “checkered pattern” that was very prominent in the
DR2 astrometry for the LMC and in maps of the median paral-
lax in the Galactic bulge area (Sect. 4.2 in Arenou et al. 2018).
In EDR3 there is a similar pattern, but with a different structure
and smaller amplitude as shown in Fig. 14. The RMS amplitude
of the smoothed variations in these plots is 7.7 µas for EDR3 and
14.3 µas for DR2.

The maps in Figs. 13 and 14 were smoothed in order to
bring out clearly the pattern of systematic errors. Although the
random errors are strongly attenuated by the smoothing, they
still contribute to the standard deviations quoted above, which
are therefore somewhat higher than the actual RMS systemat-
ics on the relevant angular scales. In order to correct for this
bias, we randomly divided the sources into two subsets (A and
B) of roughly equal size and computed separate smoothed maps
sA(↵, �), sB(↵, �) for the subsets. Because the random errors are
uncorrelated between A and B, while the systematics are the
same, an unbiased estimate of the mean square systematics is
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Fig. 14. Smoothed maps of parallaxes in the LMC area, visualising small-scale systematics (the “checkered pattern”) in Gaia EDR3 and DR2. Left:
smoothed parallaxes in EDR3 for sources in the magnitude range G = 16–18 (median G = 17.4), kinematically selected as probable members of the
system (see Appendix B in Lindegren et al. 2021 for details). Right: smoothed parallaxes in DR2 for the same sample of sources. Both maps were
smoothed using a Gaussian kernel with standard deviation 0.1�. While the sample includes about 730 000 sources within 5� radius of the adopted
centre, only smoothed points within a radius of 4.5� are shown to avoid unwanted edge effects. Comparison between the two diagrams is facilitated
by the use of the same colour scale, only shifted by 10 µas to compensate for the mean difference in parallax between DR2 and EDR3.

Table 7. RMS level of systematic errors in the quasar and LMC samples
at different angular scales for EDR3 and (in brackets) DR2.

Sample Angular Parallax Proper motion
scales [µas] [µas yr�1]

QSO >10� 8.1 (11.3) 7.7 (17.7)
QSO >7� 8.7 (12.6) 8.8 (20.1)
QSO >5� 9.4 (13.6) 9.6 (22.6)
QSO >3� 10.6 (14.8) 10.8 (24.>7)
QSO >2� 11.6 (15.5) 11.6 (26.3)
QSO >1� 13.5 (16.9) 12.8 (26.0)
QSO >0.5� 14.3 (23.2) 17.2 (23.2)
LMC 0.1�4.5� 6.9 (13.1)

Notes. The lower limit in the second column is the standard deviation of
the Gaussian smoothing kernel; the upper limit (for LMC) is the diam-
eter of the area examined. Columns 3 and 4 give unbiased estimates of
the RMS variations of the systematics, computed as described in the
text. In brackets are the corresponding estimates for DR2, using as far
as possible the same samples. For the proper motion, the values refer to
a single component (the mean of the RMS in µ↵⇤ and µ�).

obtained as the sample covariance between the smoothed values,
RMS= h(sA � hsAi)(sB � hsBi)i1/2. Here h i denotes an average
over the positions (for the quasars, only | b | > 10� was used; for
the LMC, points within a radius of 4.5�). Averaging over 50 dif-
ferent random divisions, we obtain the RMS values in Table 7.
Compared with DR2 (values in brackets), the RMS systematics
have improved by a factor 0.7 in the quasar parallaxes and 0.44
in the proper motions. For the small-scale parallax systematics
in the LMC the improvement is a factor 0.53.

The RMS values in Table 7 for the quasars were computed
using the full sample down to G = 21.0 (median G = 19.9), with-
out taking into account that the individual uncertainties increase
rapidly towards the faint end. This was done in order to benefit
maximally from the large number of faint quasars in the sam-
ple. Unfortunately there are not enough of the brighter quasars
to determine with any certainty how the systematics depend

on magnitude, but it appears that they improve marginally for
brighter sources. For example, if the sample is restricted to the
16% quasars brighter than G = 19 (median G = 18.4), the RMS
systematics are 10–15% smaller than in Table 7.

For the LMC, the RMS values in Table 7 were computed
after subtraction of the mean observed parallax in the area, which
means that they do not include systematics on angular scales
&4.5�. This explains why the RMS values in the last line break
the increasing trends from the previous lines. The magnitude
dependence mentioned above could also play a role here, the
LMC sources being on average brighter than the quasars, as well
as the geometrically favourable location near the south ecliptic
pole.

Similarly to what was done for DR2, angular covariance
functions of the parallaxes and proper motions, V$(✓) and Vµ(✓),
have been computed for the EDR3 quasar sample. See Sect. 5.4
in Lindegren et al. (2018) for their definition7. The results
(Fig. 15) are qualitatively similar to the DR2 results, but the
covariances are smaller by a factor 2–4, consistent with other
improvements. The black dashed curves in the upper panels are
exponential fits for 0.5� . ✓ . 80�, namely

V$(✓) ' (142 µas2)⇥ exp(�✓/16�) , (24)

Vµ(✓) ' (292 µas2 yr�2)⇥ exp(�✓/12�) . (25)

The corresponding amplitudes for DR2 were 285 µas2 and
800 µas2 yr�2, with e-folding angles 14� and 20�. Taking the
first bin (0 < ✓ < 0.125�) to represent the covariance of the
systematic errors at zero separation, we have

V$(0) ' 700 µas2, (26)

Vµ(0) ' 550 µas2yr�2. (27)

Corresponding values for DR2 were, respectively, 1850 µas2 and
4400 µas2 yr�2.
7 In the DR2 paper these functions were called spatial covariance
functions. However, “angular” is a better qualifier, consistent with the
established term “angular power spectrum” and avoiding the association
to (three-dimensional) spatial coordinates.
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5° smoothed EDR3 parallaxes of QSOs 
(RMS = 9.4 μas)
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0.1° smoothed EDR3 parallaxes in LMC (G=16-18) 
(RMS = 6.9 μas)
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The EDR3 parallax correction recipe in [LBB]  
= Lindegren et al. (2021), A&A 649, A4

LBB  estimated the parallax bias 

as a function of magnitude (G), colour (       = effective wavenumber) and ecliptic latitude (   ) 
using a linear expansion in basis functions: 

 
 
 
Python code at https://gitlab.com/icc-ub/public/gaiadr3_zeropoint 
(there are separate functions Z5, Z6 for sources with 5- and 6-parameter solutions) 
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Z5 versus G at three different colours [LBB]
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Some determinations of the bias (Z) and residual bias (ΔZ)

9NASA Stars Science Interest Group, 15 March 2022 (Lindegren, EDR3 Workshop, June 2021)

Reference Type of object N G ⌫e↵ [µm�1
] Z [µas] �Z [µas]

Bhardwaj et al. [BRG] RR Lyr 350 9–14 1.59± 0.04 �7± 3 +22± 2

Fabricius et al. [FLA] VLBI 40 8.3 �10± 10 +20± 10

” Ceph 1372 15.7 �28± 1 +6± 1

” RR Lyr 318 18.1 �30± 8 �1± 8

” LMC 318 12.8 �4± 1 +15± 1

” SMC 114 12.5 �6± 1 +16± 1

Huang et al. [HYB] RC 65 k 10–15 1.47± 0.05 �26 +4

Ren et al. [RCZ] EW 110 k 13–19 1.50± 0.10 �29± 1 (5p) +4± 1 (5p)

” �25± 4 (6p) +5± 4 (6p)

Riess et al. [RCY] Ceph 75 6–11 1.42± 0.06 +14± 6

Stassun & Torres [ST] DEB 76 5–12 1.60± 0.10 �37± 20 �15± 18

Vasiliev & Baumgardt [VB] GC 170 13–21 +7± 3

Zinn [Z] RGB 2000 9–13 1.45± 0.05 �22 +15± 3 (G < 10.8)
” ' 0 (G > 10.8)

astrometric excess noise = smallest ✏ with Q(✏)  ⌫ (19)

uwe =
p

�2/⌫ where ⌫ = Nobs � (5 or 6) (20)

�2
⌫

!⇠ N(0, 1) (21)

ruwe =
uwe
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(22)
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r
9⌫

2
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ruwe2/3 +

2

9⌫
� 1

�
(23)
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↵⇤ + !X sin � cos↵+ !Y sin � sin↵� !Z cos � (24)

µICRF
� = µEDR3

� � !X sin↵+ !Y cos↵ (25)

2

bias: 

residual bias:                                                                       (NB: some authors define ΔZ with the opposite sign!) 
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Residual parallax bias ΔZ after application of Z5 from [LBB]
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Methods for the determination of Z (and their problems)

A. Direct comparison: sources with parallax known a priori or by independent methods 
‣ AGN/quasars (faint, restricted range of colours, not in Galactic plane) 

‣ other techniques: HST, VLBI (small number of objects) 

‣ special objects: detached EB, asteroseismic RGB, ... (extinction, surface brightness calibration, ...) 

B. Joint solution with calibration of standard candles 
‣ various PL relations: Cepheids, RR Lyr, contact EB, ... (extinction, metallicity, ...) 

11NASA Stars Science Interest Group, 15 March 2022
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As a whole, it is clear that the existence of an additional
parallax offset is still being debated; no agreed-upon value
exists for the bright stars, and even the sign of the offset varies
from sample to sample. Further, we note that determining an
offset for Cepheid samples is particularly difficult due to
uncertainty about the effect of metallicity on the intercept of the
PL relation. The value of the additional offset is directly
covariant with the value of any applied metallicity correction if
comparing to external distances. This could potentially be
mitigated by using high-quality multi-wavelength data; how-
ever, this would be dependent upon knowing the values of the
metallicity corrections to very high accuracy and precision. As
we discuss in Section 5.2, this is not currently the case. This
covariance presents a significant barrier to determining the
high-precision distances necessary for anchoring 1% measure-
ments of H0.

4.2. Comparison with the DEB Distances

Since we were unable to determine the offset directly from
the data, we have instead calculated an offset by incorporating
external data sets for which accurate geometric measurements
are available. We did this by comparing our derived distance
moduli to the LMC and SMC directly with the most accurate
measurements as given by DEBs (Pietrzyński et al. 2019;
Graczyk et al. 2020), with uncertainties of 1% and 2%,
respectively.

We calculated distance moduli by applying fixed slopes from
the LMC to the other data sets at all available wavelengths (B
through [3.6]). Next we recalculated these fits for different
linear offsets in the range 0 to +30 μas. The trajectories in both
the distance moduli and derived color excesses are shown in
Figure 6 and calculated explicitly for several values in Table 8.
We show the error bars on the DEB measurements based on
their summed statistical and systematic errors. From these fits,
we derive a mean offset of +17± 8 μas for the LMC, and
+20± 12 μas for the SMC. Taking an error-weighted average
results in an offset value of +18± 14 μas, summing the errors
in quadrature. We determine distance moduli both with and
without this offset, given in Tables 4 and 5.

4.3. HST Parallax Comparison

Ten of the nearest Cepheids in our sample have HST
trigonometric parallaxes measured by Benedict et al.
(2002, 2007). These stars are very bright on ensemble, with a
mean apparent G magnitude of 4.5±0.8 mag, compared to the
full quality-selected sample of 37 Cepheids which has a mean
apparent G magnitude of 7.7±1.4 mag. The average reported
error on the HST parallaxes is 8.0% while the average reported
error on the corresponding Gaia EDR3 parallaxes is 5.1%. We
directly compare the distances derived from these two
measurements in Figure 7.
Notably, two Cepheids (FF Aql and RT Aur) show significant

differences in the distances derived from the two independent
parallax determinations. RT Aur has ruwe= 6.44, so this star
was flagged as low quality by our quality cuts. However, FF Aql
has a ruwe value of 1.06. It was not included in the final sample
due to its short period, but we note that it would not have
otherwise been removed by standard cuts. Given the issues for
Gaia measurements of bright stars described earlier, it may also
be the case that the qualities of some bright stars are also
overestimated and should be treated with care. Thus, in some
cases, a simple goodness-of-fit cut may not be sufficient to
ensure the quality of bright samples. For this reason, we have
adopted conservative errors overall for the final distances to the
LMC and SMC, derived from these parallaxes, as described in
Section 5 below.
In addition, there is an offset between the HST and EDR3

parallaxes, as expected from our need for an average parallax
offset to bring the distance moduli into concordance with those
based on DEBs. Eight of the 10 Cepheids in this sample have
larger distance moduli according to Gaia than HST. It is not
clear if this is purely a result of random parallax errors or if
there is a systematic offset of the parallaxes in this bright
regime. Based solely on this sample of 10 Cepheids, the scatter
is consistent with being due to random parallax errors since the
scatter is larger than the measured offset, and using only the
HST parallax sample as a comparison would result in a parallax
offset of +186 μas, an order of magnitude larger than the offset
derived from DEBs. If the two outliers are excluded, this would
still be an average offset of +57 μas. Thus, we remain cautious
in interpreting the “parallax offset” term discussed in
Sections 4.1 and 4.2 as a universal quantity, as it may be quite
sample-specific.

5. Error Budget

We divide the overall error budget into two types of errors:
reducible and irreducible. Reducible errors include any type of

Figure 5. Scatter in the PL relation for each band, including two formulations
of the Wesenheit function, vs. the parallax offset. The “x” points mark the
location of minimum scatter. There is not a universal minimum across bands,
and the Wesenheit functions’ minima also disagree, indicating that the
disagreement is not a reddening-induced effect.
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Methods for the determination of Z (and their problems)

A. Direct comparison: sources with parallax known a priori or by independent methods 
‣ AGN/quasars (faint, restricted range of colours, not in Galactic plane) 

‣ other techniques: HST, VLBI (small number of objects) 

‣ special objects: detached EB, asteroseismic RGB, ... (extinction, surface brightness calibration, ...) 

B. Joint solution with calibration of standard candles 
‣ various PL relations: Cepheids, RR Lyr, contact EB, ... (extinction, metallicity, ...) 

C. Differential methods 
‣ binaries (optical pairs) 

‣ open clusters (membership, only in Galactic plane) 

‣ globular clusters (crowding) 

‣ dwarf galaxies incl. LMC, SMC (crowding, ...)
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Gaia EDR3 bright star parallax zero-point 4279 

Figure 3. Colour and apparent magnitude plot of all stars selected as cluster members. Different clusters are plotted with different colours. The grey box marks 
the region where TRGB stars in the Milky Way predominantly lie. The cluster star sample samples the region moderately well, and there are significant numbers 
of stars around the gre y re gion, meaning we can check for colour and magnitude shifts in parallaxes in these regions as well. Other coloured boxes mark regions 
in which the Gaia EDR3 parallax zero-point has been checked recently in independent work by other groups, as discussed in detail 4. (Note that the edges of 
the boxes have been adjusted slightly so they do not overlap, for clarity). 

Figure 4. Panel (a): the parallaxes of cluster stars are shown before subtracting the median parallax for stars fainter than G = 14. The median parallax of the 
result is shown as a function of G magnitude. Panel (b) shows the zero-point corrections for each star from Lindegren et al. ( 2021 ), Z 5 . Panel (c) shows the 
parallaxes after the Z 5 correction has been applied, and the median parallax for G > 14 stars has been subtracted. The residual parallaxes of the bright stars 
( G < 14) are now substantially reduced. By definition, stars fainter than G = 14 are centred on zero parallax. In panels (a) and (c), the running median of the 
parallaxes is shown in half magnitude steps. The 2 σ Poisson error in each bin of the running median is shown as vertical bars (2 σ is used for clarity). The lower 
panels show histograms of the corrected parallaxes in bins of half magnitudes in G . The vertical grey line shows the split in the sample at G = 14. 

Results of the parallax analysis are shown in Fig. 4 . For each star, 
the median parallax of the faint stars ( G > 14) of its cluster has 
been subtracted, so that these stars are centred on zero parallax by 
definition. This quantity is shown as a function of Gaia G magnitude 

in the lower panel. We next apply the parallax zero-point offsets in 
(Lindegren et al. 2021 ; the ‘ Z 5 correction’). Prior to this correction, 
there is a significant difference between brighter and fainter cluster 
members, as shown by the running median (blue line) in Fig. 4 . 

MNRAS 509, 4276–4284 (2022) 
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Residual parallax bias from cluster data (G = 9−11)
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Gaia EDR3 bright star parallax zero-point 4281 

Figure 6. The median parallax offset as a function of BP − RP colour, for 
cluster stars in the range 9 < G < 11. The median has been determined 
in three colour bins of equal width for the bluer stars ( BP − RP < 0.5), 
and in two bins spanning the colours typical of the calibration QSO/AGN 
set in EDR3 (green shading) and Cepheids/TRGB colours (blue shading) to 
facilitate comparison with results in other studies. A last bin for the reddest 
stars is also shown ( BP − RP > 2.2). In each bin, the median parallax offset 
is shown as a horizontal black line, and the error bar (using the ‘standard 
error in the mean’) is shown as a vertical line. The error bars are centred on 
the mean colour of stars in each bin. We find a trend across colour, with the 
bluest stars exhibiting a small negative parallax offset (in the sense that the 
EDR3 parallaxes, after the Z 5 correction, are underestimated, and the reddest 
stars having somewhat o v erestimated parallax es. F or stars in the blue shaded 
region, we find an offset of 10 ± 2 µas, similar to the offsets found in other 
studies (cf. Fig. 3 ). We tabulate the offsets in Table 1 . 
do not have independent distances to sources, but rather use open 
and globular clusters to constrain parallax offsets on bright, stars 
such that they are tied properly to the faint sources for which the 
parallaxes must be zero (i.e. AGN/QSOs). 
4.1 Comparison with Cepheid parallaxes 
Riess et al. ( 2021 ) have used the EDR3 results on Milky Way 
Cepheids to increase the precision of their determination of extra- 
Galactic distance scale, as compared to that obtained from the Gaia 
DR2 parallaxes. Their Cepheids are predominantly in the range 6 < 
G < 10. The y solv e for a zero-point correction to the parallax es and 
for the Hubble constant by fitting the Cepheid luminosities. Their fits 
yield a correction of 15 ± 7 µas to the parallaxes, in the sense that the 
EDR3 + Z 5 parallaxes are overestimated. This is consistent within 
errors with our finding of parallaxes overestimated by 10 ± 2 µas for 
stars and clusters in the same colour and magnitude range as these 
Cepheids (cf. Fig. 5 (f)). The region in the CMD in which the Riess 
et al. ( 2021 ) Cepheids lie is approximately indicated by the blue 
shading in Fig. 3 . 
4.2 Comparison with asteroseismological distances 
Zinn ( 2021 ) use asteroseismology to check the Gaia EDR3 zero- 
point, by selecting a sample of red giant branch (RGB) stars in the 
NASA Kepler mission for which an independent measure of absolute 
magnitude, and hence distance, can be made. These hav e limited sk y 
co v erage, but are completely independent estimates of the stellar 
parallax es. The y analyse RGB stars brighter than G = 11, finding 
that Z 5 makes an o v er-correction to the parallaxes of order 15 ± 3 µ
as. These stars typically lie in the colour range 1.1 < BP − RP < 

1.6. They lie in the red shaded region of Fig. 3 . Their colours and 
apparent magnitudes are similar to the Cepheid sample. 
4.3 Comparison with red clump stars as standard candles 
Huang et al. ( 2021 ) hav e e xamined the EDR3 zero-point using 
red clump (core-Helium burning) stars, distributed mainly in the 
Northern hemisphere. The stars lie typically in the range 10 < G 
< 15. They find differences between the Z 5 zero-point offset of at 
most a few µas globally, but with differences of up to 10 µas locally 
across the sky. This is consistent with our study, at least for the global 
solution − we find that across all bright stars ( G < 12) deviations of at 
most a few µas. We have not searched for local variations as our sky 
distribution is somewhat limited, being mostly in the Galactic plane 
(the sample is dominated by the open clusters) and there are only a 
few sources at high Galactic latitudes. We confirm their conclusion 
that significant patterns, such as discontinuities with G magnitude 
are greatly reduced by the Z 5 corrections. The regions of the CMD 
probed by Huang et al. ( 2021 ) are shown with yellow shading in 
Fig. 3 . The colours and apparent magnitudes sampled by Huang 
et al. ( 2021 ) are similar to the RGB and Cepheid samples abo v e. 
4.4 Comparison with eclipsing binary distances 
The EDR3 parallax zero-point offset has also been tested by Ren et al. 
( 2021 ) using W Ursae Majoris-eclipsing binaries. Their test stars are 
almost entirely fainter than G = 14, and so we cannot compare our 
results as there is little/no o v erlap between the samples. We note a 
significant advantage of their study is that sky coverage is excellent, 
whereas our cluster stars, apart from the few globular clusters bright 
enough to use, are strongly confined to the Milky Way plane. 
4.5 Comparison with large magellanic cloud parallaxes 
We have checked our results using stars in the large magellanic 
cloud (LMC). Such stars are part of the EDR3 zero-point calibration 
of Lindegren et al. ( 2021 ). We selected stars following the criteria 
of Gaia Collaboration ( 2021b ; their section 2.1.1), who studied the 
kinematics and stellar populations of the LMC within EDR3. There 
are 95 stars brighter than G = 11 with which we can check our 
parallax zero-point methodology, as these stars were used to estimate 
the Z 5 corrections in this magnitude range. We find offsets between 
the median parallax of LMC stars with G > 14, and this small 
sample of bright stars, of order 2–3 µas a function of BP − RP 
colour, ho we ver the statistical error in the median is of order 15 
µas. For stars with BP − RP < 1.0, we find an offset of −8 ±
19 µas, and for BP − RP > 1.0, we find an offset of −1 ± 11 µas. 
The results are shown in Fig. 7 . The stars are consistent with our 
findings abo v e, as e xpected since the y form a part of the Z 5 system 
of corrections (i.e. this is a consistency check only). Extending this 
analysis to stars with G < 13 (rather than G < 11 as here) will be 
very interesting as this is the target magnitude range for calibrating 
the TRGB from RGB stars in Gaia , and will be the subject of future 
work. 
5  SUMMARY  
We have used stars in globular and open clusters in the Milky 
Way to examine the parallax zeropoint of the Gaia EDR3 data 
release. The EDR3 parallax scale has been well tied to the extra- 
Galactic frame using the parallaxes yielded by AGN/QSOs, which 
are predominantly fainter than G = 16. Stars in clusters allow us 
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G = 9−11: 
Blue stars: [LBB] undercorrects 
Red stars: [LBB] overcorrects



Summary - What can be expected in the future?

• Gaia data releases  
‣ (E)DR3: 2.8 years of data 
‣ DR4:  5.5 years of data 
‣ DR5:  ~10? years of data (7.5 years to date) 

• Random parallax errors will be reduced by a factor 0.6 to 0.52 (best case) 

• There is potential to reduce systematic uncertainties down to ±1 μas 
using a combination of methods (mainly QSOs + differential) 

• Dependence on astrophysical models should be minimized (to avoid risk of circularity) 

• Very bright stars (G < 6) and extreme colours (BP−RP < 0 or > 2.5) will remain very difficult 

• A lot more can be done already with (E)DR3 data 
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Gaia DR3 (13 June 2022): >100,000 RR Lyr with metallicities
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